


Example: Image classification
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Example 2: Spam filter



The basic supervised learning framework

y = f(x)

• Learning: given a training set of labeled examples 
{(x1,y1), …, (xN,yN)}, estimate the parameters of the 
prediction function f
• Inference: apply f to a never-before-seen test example x 

and output the predicted value y = f(x)

output classification 
function

input



Experimentation cycle
• Learn parameters (if any) on the training set
• Tune hyperparameters (implementation choices) on the 

held out validation set
• Evaluate performance on the test set

• Do not peek at the test set before that!

• Generalization and overfitting
• Our ultimate goal is Generalization: we want classifier 

that does well on never-before-seen (but similar!) data
• We need avoid Overfitting: good performance on the 

training/validation set, poor performance on test set



Prediction
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Nearest neighbor classifier

f(x) = label of the training example nearest to x

• All we need is a distance function for our inputs
• No training required!
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K-nearest neighbor classifier
• For a new point, find the k closest points from training data
• Vote for class label with labels of the k points 



K-nearest neighbor classifier

• Which classifier is more robust to outliers?

Credit: Andrej Karpathy, http://cs231n.github.io/classification/

http://cs231n.github.io/classification/


K-nearest neighbor classifier



Linear classifier

The Classification
Boundary marked in Red

(Decision Hyperplane)

• Find a linear function to separate the classes

f(x) = sgn(w1x1 + w2x2 + … + wDxD + b) = sgn(w × x + b)



Logistic Regression

A Continuously Differentiable
Approximation of the 0-1 loss



Logistic Regression



Logistic Regression

Linear Decision
Boundary! Why?



Logistic Regression



Logistic Regression



NN vs. linear classifiers
• NN pros:

+ Simple to implement
+Decision boundaries not necessarily linear
+Works for any number of classes
+Nonparametric method

• NN cons:
• Need good distance function
• Slow at test time

• Linear pros:
+ Low-dimensional parametric representation
+Very fast at test time

• Linear cons:
• Works for two classes
• How to train the linear function?
• What if data is not linearly separable?



Softmax Regression

• The Multi-Class version of Logistic Regression (popular in deep learning)
(Reference: http://ufldl.stanford.edu/tutorial/supervised/SoftmaxRegression/ )

http://ufldl.stanford.edu/tutorial/supervised/SoftmaxRegression/


Limitation of Linear Classifiers



Bias-Variance Tradeoff

• The bias–variance tradeoff is the fundamental dilemma of minimizing 
between two sources of errors that prevent ML algorithms from 
generalizing beyond their training set:

• The bias is error from erroneous assumptions in the learning algorithm. High bias 
can cause an algorithm to miss the relevant relations between features and target 
outputs (e.g., model is too simple -> underfitting).

• The variance is error from sensitivity to small fluctuations in the training set. High 
variance can cause an algorithm to model the random noise in the training data, 
rather than the intended outputs (e.g., model is too complicated -> overfitting).



Bias-Variance Tradeoff



Beyond classification: Regression

IM2GPS

When was that made?Age estimation

https://www.cc.gatech.edu/~nvo9/revisitingim2gps_iccv2017/
http://www.tamaraberg.com/papers/sirion_wacv2017.pdf
https://techxplore.com/news/2015-05-microsoft-age-estimate-tool-unleashed-real-time.html


Beyond classification: Structured prediction

Source: B. Taskar



Structured Prediction
• Many image-based inference tasks can loosely be thought of as “structured prediction”

Source: D. Ramanan

model



Unsupervised Learning

• Idea: Given only unlabeled data as input, learn some sort of structure
• The objective is often more vague or subjective than in supervised 

learning
• This is more of an exploratory/descriptive data analysis



Clustering



K-Means 



K-Means is Fragile



Stuck at Poor Local Minimum



Euclidean Distance Might Not be Proper



Do not underestimate clustering!!



• Dimensionality reduction, manifold learning
• Discover a lower-dimensional surface on which the data lives

Unsupervised Learning



Unsupervised Learning
• Density estimation
• Produce samples from a data distribution that mimics the training set

The foundation of “Generative AI”!

“Bedroom” “Face”



Continuum of supervision

Unsupervised 
(no labels)

Supervised 
(clean, complete 
training labels for 

the task of 
interest)

Semi-supervised 
(labels for a small portion of 

training data)

Weakly supervised (noisy 
labels, labels not exactly for 

the task of interest)



Machine Learning for Single Task



Transfer Learning

Improve Learning New Task
by Learned Task



Multi-Task Learning




